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Enabling mass surveillance: data aggregation in the age of big
data and the Internet of Things
Marie-Helen Maras and Adam Scott Wandt
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ABSTRACT
The Internet of Things as envisioned – that is, an interconnected,
interdependent and interoperable networked world – creates
inherent dangers. Among these dangers, is the fact that it
facilitates perpetual surveillance of populations. This form of
surveillance is made possible because IoT devices record and
transmit a massive amount of data that is being shared and
analysed in new and unique ways to enable the ubiquitous
monitoring of individuals. Ultimately, the data collected by the
Internet of Things enables a level of surveillance previously only
written about in science fiction novels. This article examines the
privacy implications of this ‘new norm’ of perpetual surveillance,
the private sector’s primary role in enabling, and engaging in, this
surveillance, and what, if anything, can be done about this
surveillance.
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Introduction

While most surveillance literature focuses on the negative consequences of government
surveillance, there is work that has examined the adverse impact of private company sur-
veillance (Mackinnon 2012; Deibert 2013; Schneier 2016). A fact generally overlooked is
that private companies in the United States not only enable mass surveillance of the popu-
lation because of their collection of vast quantities of individuals’ data, but also engage in
this form of surveillance by aggregating and analysing the data they have and continu-
ously monitoring people to glean more information about them. This mass surveillance
occurs to construct profiles of people, learn about their preferences, habits, and purchases,
and use this information to conduct targeted marketing campaigns designed to get the
customers/consumers to make more purchases that benefit companies. The data har-
vested about users can and has been used for criminal justice purposes as well. Particu-
larly, law enforcement agencies have sought and obtained data from medical devices,
alarm systems and fitness trackers, among other digital devices, for use in criminal inves-
tigations (Snyder 2015; Associated Press 2017; Chavez 2017; Watts 2017; Altimari 2018).

This article examines the nature and extent of this surveillance, the manner in which it
occurs, and what information is revealed about users. The objectives of this article are
three-fold – to describe: (1) the current state of data aggregation; (2) the internet-
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connected digital devices that make this possible; and (3) the privacy implications of data
aggregation for individuals. This article concludes by providing recommendations to miti-
gate the adverse consequences associated with data aggregation.

Big data and its value

Before examining data aggregation, it is important to consider the term ‘big data’. Big data
is a term used to describe extremely large data sets that can be analysed to reveal patterns,
trends and associations, especially relating to human behaviour and interactions. There are
five dimensions of big data: volume, which refers to the amount of data (i.e. quantity of
data); variety (i.e. different types of data collected about users) that can be divided into
structured data (i.e. traditional forms of data, such as financial data, geolocation data,
and call data) and unstructured data (i.e. weblogs, social media posts, video recordings,
audio recordings, images, and app usage logs); velocity, which refers to the speed with
which data is generated, processed and transferred; veracity (i.e. the accuracy and
reliability of data); and value, which refers to the gains from data collection and analysis,
and the measurable improvements that the collection and analysis of the data provide
(Gandomi and Haider 2015). Value is the big driver of the collection, storage, analysis,
and transfer of data. Data about individuals is valuable to both the public and private
sectors. What makes the data valuable? What does the data reveal about an individual?
How can this data violate privacy? Before these questions can be answered, it is important
to look at the differences between content and non-content data.

Data can be broken down into content data (i.e. spoken words in a conversation or the
words written in a message) and non-content data (i.e. data about a communication or
metadata; e.g. telephone numbers dialled, length of time of conversation, customer infor-
mation and email addresses of sender and recipient). Tokson (2009) has previously com-
pared these two types of data to that of a traditional envelope. In mailing a letter, the
private content of the letter is sealed inside the envelope (content data), while the ‘envel-
ope information’, such as the address and routing information, is written on the outside of
the envelope for others to read (metadata).

Under the US Stored Communications Act (18 U.S.C. § 2701–2712), which was enacted
as Title II of the Electronic Communications Privacy Act of 1986, content data is afforded
greater protections than non-content data because it is believed to be more intrusive than
metadata. Despite claims to the contrary, metadata is just as intrusive and, in some
instances, can be considered more intrusive than content data. The value of metadata
has far surpassed that of content data given the volume of metadata and its ease of
access by both public and private sectors. Specifically, greater protections in law are
afforded to content data, leaving metadata more accessible to public and private
sectors, with a few exceptions (e.g. depending on the data sought from companies, gov-
ernment agencies need a subpoena or court order to access this data; warrants are only
needed if content data is sought). The reality is that the metadata, when aggregated, is
far more revealing than content data. Content data may reveal a fragment of an individ-
ual’s life at a particular date and time, whereas the metadata collected, stored, analysed
and disclosed about an individual can create a detailed map of an individual’s personal
life. For these reasons, big data, which incorporates content and metadata are very valu-
able to private and public agencies when aggregated and analysed.
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If you did not pay for it, you are the product

Data is aggregated from smartphones, apps, and the internet. The data collected varies by
device, app and website. The type of information collected depends on the data policy and
the type and quantity of information voluntarily provided by the user. The type of data
that can be obtained includes personal information (e.g. names, home addresses, email
addresses, phone numbers and other details); contacts (email or phone), such as
friends, associates, colleagues and family members, among others; locations and move-
ments; and search habits and browsing history, which can reveal information about per-
sonal preferences, desires, and activities (Maras and Wandt 2018). This type of
information is provided by users when they register for accounts online (e.g. accounts
on social media and commercial websites), sign up for a service (e.g. email), or use an
app on their smart devices (e.g. smartphone or tablet).

Many of the websites offer the use of their sites and services for ‘free’. To obtain this
‘free’ account or service, the user provides personal details and contact information. As
a matter of fact, these services are not free (Deibert 2013). People trade age, income,
families’ ages and income, favourite websites, birthdates, home addresses, email
addresses, phone numbers and more to obtain a bargain, discount or even a coupon.
They give up something of great value to receive something of lesser value. The old
adage is true: ‘If you’re not paying for it; you are the product’. Google’s search and
other product features are a prime example of this trade-off. In 2012, after Google
changed its privacy policies to allow it to collect and better utilise data, Scott Goodson
of Forbes, who examined Google’s $38 billion in advertising revenue, found that Google
was creating profiles on individual users for better targeting of commercial ads,
YouTube videos, and other content (Goodson 2012).

Data is the most valuable commodity and private companies profit from the collection,
sharing, analysis and sale of user data (Maras 2016). User information is collected from a
multitude of sources, consolidated and used by companies. A case in point is Google’s
mapping of US streets and collection of personal information from WiFi routers in 2010.
Specifically, ‘vehicles outfitted with rooftop camera and antennas, travelled up and
down city streets like roving vacuum cleaners sucking up telephone numbers, URLs, pass-
words, emails, text messages, medical records and video and audio files sent over open
WiFi networks’ (Deibert 2013, 24). In other instances, aggregated data in the United
States is sold and/or made available to everyone for a fee on websites by data brokers,
or to third parties by the private companies that collect this data.

Internet of Things: bringing data aggregation to the next level

The Internet of Things (IoT) is a term used to describe a network of interconnected every-
day devices to the internet, which enable the real-time and remote monitoring and
massive collection and sharing of data about people, animals, plants and property, to
provide users of these devices with some form of service (Maras 2015). IoT technology
is already deployed in homes, vehicles, buildings, roads and cities, constantly monitors
energy levels, structural health and the quality of air and water, and regulates waste man-
agement. This technology is also used in health and fitness, home automation and secur-
ity, agriculture, and the care of children, the elderly and pets. This technology is also
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deployed in commercial and critical manufacturing sectors to track items, and in health-
care sectors to monitor pharmaceuticals, hospital supplies and patients.

IoT is widely recognised as one of the most important areas of technological develop-
ments and society is only beginning to understand the benefits of IoT as more and more
industries and products are connecting to the internet (Lee and Lee 2015). One of the main
benefits of IoT stems from machine-to-machine (M2M) communication. M2M communi-
cation is allowing new levels of automation and control in industries such as transportation
and healthcare. Information can be monitored, recorded and shared, instantly between
devices. This allows for the automation of tasks, resulting in time and money savings.
One example of the purported beneficial use of IoT and M2M is the development of dri-
verless (automated) vehicles to reduce vehicle accidents and deaths that result from
human error. Particularly,

[t]he World Health Organization has put the annual number of auto-related deaths worldwide
at well over one million. The majority of these deaths are due to human error. IoT technology,
especially the rise of safety-focused sensors in automobiles, has the potential to dramatically
reduce motor-vehicle related accidents and deaths, especially when embedded in auton-
omous cars and other vehicles (AIG 2016).

Nevertheless, there have been safety and security issues associated with the use of these
cars and vehicles (Marshall 2018). Another area where IoT is making a significant impact is
healthcare. IoT can be used to monitor and improve patient medication compliance and
emergency responders in the field can transmit data directly to hospitals so that emer-
gency department staff are ready to receive patients with specific conditions (Zoll X
Series n.d.).

IoT has stimulated a fourth industrial revolution called ‘Industry 4.0’. Industrial pro-
duction utilising IoT will be much more agile than existing models allowing for greater cus-
tomisation and improved integration between customers and suppliers (Shrouf, Ordieres,
and Miragliotta 2014). In agriculture, the use of IoT technologies such as geomatics, sensor
technology, RFID, and cloud computing are leading to greener agriculture with greater
environmental sustainability while maintaining cost savings over traditional agriculture
(Patil et al. 2012) (Table 1).

Thousands of companies across the globe compete in one or more areas of the IoT to
bring the latest IoT technologies to traditional markets such as cooking, gardening, toys
and personal sports, as well as entire industries such as retail, agriculture, automotive
industries and manufacturing (Andreev et al. 2015). Little by little, separate and distinct
industries and product lines that traditionally did not communicate or exchange data
are being linked together by the IoT, giving private companies (and public agencies
with an appropriate legal order, such as a court order or search warrant) access to vast
amounts of data that they did not have access to before, and insights into individuals’
day-to-day habits and activities. The IoT normalises the generation and preservation of
massive amounts of data, much of which is disclosed to third parties or stored in the

Table 1. Major IoT industries (Hung 2017).
Industrial IoT IoT infrastructure (Sensors) Healthcare Connected home

Wearables Vehicle fleet Retail Energy/utility
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cloud, which can be analysed or data mined (now or in the far future) to determine a wide
array of behaviours about users of IoT devices and/or to obtain information that would tra-
ditionally be considered private and sensitive information.

IoT devices are capable of using sensors, usually a variety of micro-controller, to record
and transmit a wide array of data. Sensors can record a wide array of observable measure-
ments (see Table 2 below). Many sensors are low cost, resulting in manufacturers bundling
multiple sensors into IoT devices. One example of this is the Samsung SmartThings Multi-
purpose Sensor. The sensor’s primary use is to monitor the opening and closing of doors
and windows. However, bundled with a thermometer, the sensor can also monitor and
transmit data on ambient air temperature around the sensor (Samsung SmartThings Multi-
purpose Sensor n.d.). While products contain micro-controllers for legitimate purposes,
there are many examples of devices hacked by malicious actors who use the micro-con-
trollers for illegitimate purposes.

Table 2. Examples of IoT devices and components.

Sensor What it provides
iPhone

X
iPhone

5
Galaxy
S9

Apple
Watch

My
Friend
Cayla
doll

Samsung
Smart TV
9000 Series

Samsung
Smart

Dishwasher
Series

Microphone Transmit audio
within a room

X X X X X X

Camera Transmit video
within a room

X X X X X

Barometer Measures
atmospheric
pressure

X X

Thermometer Measures air
temperature

X X

Three-axis
gyroscope

Measures
orientation and
angular velocity

X X X X X

Accelerometer Measures
acceleration

X X X X X

Proximity
sensor

Detects the
presence of
nearby objects
without the need
for physical
contact

X X X X X

Ambient light
sensor

Measures the
amount of
ambient light
around the phone

X X X X X X X

802.11 WiFi Communication
using 802.11 WiFi
protocols

X X X X X X X

NFC Short range device
communication

X X X

Bluetooth Low energy device-
to-device
communication

X X X X

GPS location Triangulates your
exact location on
earth

X

Heart rate Measures the users
heart rate

X
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One of the more common micro-controllers to include in an IoT device is a microphone.
Microphones are common hardware in internet-connected devices because they are
needed for voice commands and for any products that handle voice communications.
Today, microphones can be found in a wide array of devices from phones, televisions,
gaming consoles, toys and alarm clocks to refrigerators. Often these microphones are con-
trolled by operating systems that are improperly secured, leaving the device open to
attack by malicious actors. A compromised microphone can allow a malicious actor to
listen in on audio within a room, allowing access to private and sensitive conversations.
Government entities, private companies, and many individuals spend significant resources
providing for secure voice communications over cell phones and computers. A large
majority of that security can be bypassed, simply by a malicious actor compromising an
IoT device within the same room as their target.

It is not only malicious actors who wish to sample audio using an IoT device micro-
phone. In December 2017, New York Times reporter, Sapna Maheshwari, published an
article examining the common use of the software from a start-up company named
Alphonso, which kept tabs on the television viewing habits of their users by monitoring
room audio and listening for audio signals in television ads and shows. The information
was then used to target specific relevant advertisements. Maheshwari (2017) found that
more than 250 games utilised Alphonso on both the Google Play and Apple’s app store.
It is also possible for a malicious actor to compromise the web or video camera on a
device, allowing someone to watch as well as listen. In late 2016, an Israeli-based security
firm developed a method to highjack the camera on an LG home-bot vacuum cleaner.
Security researchers were able to bypass the vacuum’s secure login, take control of the
operating system, and drive the vacuum around while monitoring the surroundings
through its video camera (Kirk 2017). In February 2018, Forbes alerted the public that
over 50,000 Mi-Cam baby monitors can be spied on remotely with a simple web attack
(Fox-Brewster 2018).

Malicious actors may not only be interested in monitoring microphones and video
cameras. Many of the other sensors discussed in Table 2 can be hacked, providing mali-
cious actors with data and information that can be used to compromise a target. In
April 2018, hackers compromised an IoT thermometer inside a fish tank installed in a
casino, giving the hackers access to the casino’s internal data network. Once the
hackers were on the network, they were able to eventually access the casino’s ‘high-
roller gamblers’ database, copy it from the network and access it via the network-con-
nected thermometer (Wei 2018).

Schneier (2016) not only correctly identified the risks of connecting medical devices to
the internet, but also correctly predicted today’s increasing trend to continually measure
vital signs and other biometric activities. Exercise wrist bands (e.g. Fitbit) and smart
watches track a wide variety of biometric data and fitness-related metrics, including move-
ment, heart rate, and steps taken. Data is continuously collected while the user is wearing
the device and data is transmitted to both the user’s smartphone and the cloud. This infor-
mation can reveal a lot about a user and is becoming useful in criminal cases, such as those
involving murder, rape, arson and insurance fraud, to name a few (Olson 2014; Snyder
2015; Associated Press 2017; Chavez 2017; Watts 2017; Altimari 2018). While some may
argue that the metrics of an outdoor run may have little expectation of privacy (Levin-
son-Waldman 2017), or that health metrics collected from sensors on work equipment
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have no expectation of privacy (Brown 2016), almost no one would argue that the metrics
of sexual activity in one’s own bedroom lacks such expectation of privacy. Exercise wrist
bands and smart watches gather biometric data and fitness-related metrics and transmit
this data to both the user’s smartphone and the cloud.

Iot devices and the data aggregated by them: the ultimate assault on privacy

The mass collection and accumulation of data makes the monitoring of individuals’ lives
possible (Wasserstrom 1984; Giddens 1985; Lyon 2007). The raison d’être of the IoT is to
enable total supervision of users of these devices in order to provide them with some
form of service. And yet, this mass monitoring can become the ultimate means of domina-
tion. The current expansion of Internet of Things devices, the push to increase their inter-
operability, and the move towards creating more user-independent features of devices
through machine-to-machine (M2M) communications and learning, without appropriate
laws, safeguards and oversight could enable the ubiquitous surveillance of the population
by both public and private actors.

In this ‘panoptic’ society, those who control the data that is collected, stored, analysed
and shared can monitor populations and identify individuals’ views (e.g. political), habits,
routines, and daily activities. Jeremy Bentham used the term ‘panopticon’ to describe a cir-
cular prison he designed with a tower in the centre and the prisoners’ cells around the cir-
cumference of the prison (Semple 1993). The design of the prison enables the guard
posted in the central tower to see into every cell within the prison. The inmates,
however, could not see the guard in the tower. The design was viewed as a form of dis-
ciplinary control of inmates’ behaviour. Particularly, the inmates would avoid undesirable
behaviour because they were being continuously monitored by guards. Bentham was not
the only one to use the term ‘panopticon’ (see, for example Cohen 1985; Lyon 1994; Jones
2000), Michel Foucault also used the term as a metaphor for power and control (Sheridan
1977). According to Foucault, this power and control was made possible because the
watchers were ‘able to see and record every move and thought of each and all’, while
not being seen by others (Ventura, Miller, and Deflem 2005).

The omnipresent and panoptic monitoring and tracking made possible by the IoT has
deleterious effects on privacy. In the United States, this right to privacy of one’s infor-
mation, as well as the protection of one’s choice and consent to reveal information, is
not adequately enshrined in law. While there is a law that governs data protection in
the public sector (Privacy Act of 1974), there is no overarching data protection law that
governs the private sector. Instead, a sectoral approach to data protection exists in the
private sector, whereby certain forms of data are regulated, such as financial data (Finan-
cial Services Modernization Act of 1999), health data (Health Insurance Portability and
Accountability Act of 1996), education data (Family Educational Rights and Privacy Act
of 1974), children’s data (Children’s Online Privacy Protection Act of 1998), trade (The
Federal Trade Commission Act), email (The Controlling the Assault of Non-Solicited Porno-
graphy and Marketing Act), communications (The Electronic Communications Privacy Act),
and credit data (Fair Credit Reporting Act of 1970). The sectoral data protection laws do
not adequately apply (and in some cases do not apply at all) to the data collected by
IoT device manufacturers, applications developers, and others (e.g. information resellers).
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Furthermore, US sectoral data protection laws do not provide adequate protection for
individuals in the event of unauthorised access to, and disclosure of, their data. A case in
point is the Equifax breach, which resulted in the theft of 148 million individuals’ personal
data (Consumer Reports 2018). The company provided those affected with one-year free
credit monitoring services, which is not an adequate form of protection, it only alerts users
to when their information is being accessed (Singletary 2017). To date, this company has
not experienced any significant consequences (Matishak 2018) but the users that have
been affected by the breach will be at great risk of identity theft for the rest of their
lives because their social security numbers were compromised during the breach. Even
in the case of IoT databases breaches, the penalties for companies, if any, have been
fines. In 2015, toymaker VTech suffered a data breach which exposed the personal infor-
mation of 6.4 million parents and children (Millman 2016). In 2018, the company settled
with the US Federal Trade Commission ($650,000) because it failed to provide reasonable
and adequate security measures to protect user personal data and deceived users by
falsely claiming that users’ data was encrypted (Maras 2018; US Federal Trade Commission
2018).

Steep fines, like those provided in the event of breaches of data protection law in the
European Union, are not included in US laws. Specifically, the EU General Data Protection
Regulation (GDPR), which replaced Directive 1995/46/EC on 25 May 2018, covers data pro-
cessing within the European Union, by companies that provide goods and services to the
EU, and/or by other countries’ public agencies and private companies that process EU resi-
dents’ data (UNODC 2018), and provides significant penalties for violations (i.e. €10 million
or ‘up to 2% of of the total worldwide annual turnover’ or €20 million or ‘up to 4% of of the
total worldwide annual turnover’ depending on the violation) under Article 83.

There is no US federal law equivalent to the GDPR. While a state law, California Consu-
mer Privacy Act (CCPA) of 2018, includes some similar provisions to those included in the
GDPR, there are important differences between these two laws. For example, data proces-
sing is not considered illegal pursuant to the CCPA, whereas the GDPR holds that data pro-
cessing is illegal unless certain criteria are met. In addition, unlike the GDPR, the CCPA does
not require consent to collect California residents’ data and allows companies to charge
prices and/or charge different prices to individuals who exercise their rights under the
CCPA (Schwartz, Tien, and McSherry 2018). Moreover, the CCPA allows businesses to sell
the data of California residents. However, the law does allow residents to opt out of the
sale of their data and confers other data processing rights to them (Schwartz, Tien, and
McSherry 2018).

While the GDPR covers data protection and the rights of data subjects, and the CCPA
covers the data processing of California residents, these laws are not specifically designed
to deal with the nuances of IoT and the global IoT supply chain, especially given that the
benefits of IoT are muted without users’ consent to data processing. For example, consider
the GDPR requirement of consent for the collection of data subjects’ information as it
applies to a particular IoT device, namely a ‘video-enabled smart doorbell’:

As visitors to a house will ring the doorbell, the homeowner’s phone is alerted so he can check
who is at the door via the video link. The video doorbell manufacturer can easily get the home-
owner’s consent using email communication (or similar) – but how about the consent of any
visitors whose image, i.e. data, will be collected, processed – mostly likely in the cloud – and
perhaps stored there? (Brar 2018).
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What is more, the GDPR enables data subjects to request access to information about
them. In the case of smart cities, which collect a wealth of data about users, including
images and movements by CCTVs, how would the identification of one person’s IoT
data that is aggregated, stored, analysed, and shared by smart cities be identified? Practi-
cally, this would be very difficult unless these cities were designed to enable the timely
and complete retrieval of personal information upon request by the user. Ultimately,
specialised laws, designed for IoT devices and the data aggregated by them, are needed.

Terms of service and privacy policies: the devil is in the details

Most people do not take the time to read the Terms of Service and/or the privacy policies
they encounter on a regular basis (Maronick 2014). A 2017 survey revealed just that by
showing that 91% of the people surveyed consented to legal terms and services conditions
without reading them (Deloitte 2017). How can someone comprehend Apple’s 7,000 word
‘Media Services Terms and Conditions’which hyperlinks a total of twelve other webpages?1

By contrast, Facebook’s Terms of Service seems shorter and more straightforward at under
3500 words,2 but ends by linking to a complicated Data Policy3 (which itself references a
larger policy4) and then linking users to ten (10) other webpages with additional policies
and guidelines, making it very difficult to understand any one topic or issue. Some argue
that technology companies keep terms of service purposely vague and confusing, using
multiple policies and splitting up content over several webpages to keep users from under-
standing what they are agreeing to (Lomas and Dillet 2015).

A review of online privacy policies that govern what IoT companies collect and how
they share the information is quite revealing. In examining the privacy policies on
private corporate websites, it is evident that policies are better developed and more
readily available online for IoT industries that are more consumer-focused (e.g. connected
home, wearables, vehicle fleet) than industries such as industrial IoT and energy/utility (see
Table 3). What is more, with regards to retail IoT, there is a noticeable void altogether in
policies published online. In addition, a review of the privacy policies for devices in indus-
tries, such as connected homes and wearable devices, revealed that companies follow a
fairly common formulaic approach to present the information to the consumer: a descrip-
tion of the company; what general data the company collects; and the ways in which and
with whom the company shares collected, aggregated, and/or analysed data, among
other information (see Table 3). In addition, each policy very carefully specified that the
company does not purposely collect information on children under the age of 13 (as
this would be a violation of the US Children’s Online Privacy Protection Act of 1998).
Where the policies differed, is how they report back to the consumer what general infor-
mation is collected. Although it appears that most companies collect the same categories
and types of information, this information is presented to consumers in very different ways
(see Table 3 below for examples).

The variation in IoT privacy policies has adverse implications for users. This variation
complicates data protection efforts. For example, while some IoT providers may share
user data with a limited number of companies and/or other IoT providers, the companies
and/or IoT providers with whom the original provider shared information may further dis-
tribute this shared information with a multitude of companies and providers. The type of
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Table 3. Select content of IoT industry privacy policies.

Industry/
company

What type of data is listed as being
collected?

Does the policy
address if raw or

aggregated
information is

shared?
Who is information shared with? How is

the data used collected?

Are cookies used? Are
‘Do Not Track’

requests
acknowledged? Data collected from children?

Samsung
SmartThings
/Connected
home

IP address; cookie information; mobile
device; operating system; type of
browser; demographic information;
application or device used; click-through
paths; the identity of the page or feature
users are requesting or interacting with;
time on page of feature; and other
indicators of how users are interacting
with the services

Aggregated personal
information that is
no longer
personally
identifiable

Advertisers, partners, affiliated businesses
and third-party websites the company
does not control, agents, user profiles
and submissions, business transfers, etc

Yes/No Does not knowingly collect or solicit
personal information from anyone
under the age of 13

Philips Hue /
Connected
home

Device information; hardware model; IMEI
number and other unique device
identifiers; MAC address; IP address;
operating system version and settings of
the device used to access the services;
log information; time and duration of
use of digital channel or product;
location information; actual location
(derived from user IP address or other
location-based technologies), that may
be collected when user enables
location-based products or features such
as through apps; other information
about use of digital channels or
products; app use or websites visited,
links clicked on within advertising e-
mail, and motion sensor data

All data can be
shared. No

Philips Lighting affiliates; service
providers; business partners; public and
governmental authorities: when
required by law, or as necessary to
protect our rights; professional advisors
and others; other parties in connection
with corporate transactions

Yes/No Does not intentionally collect
information from children under the
age of 16

Fitbit/ Wearable Device information; location information;
usage information; information from
third parties; health and other special
categories of personal data

When user agrees or directs company to
share; for external processing to
corporate affiliates, service providers,
and other partners; for legal reasons or
to prevent harm

Yes/No Persons under the age of 13, or any
higher minimum age in the
jurisdiction where that person resides,
are not permitted to create accounts
unless their parent has consented in
accordance with applicable law. If it
comes to the attention of the
company that they have collected the
personal information of a child under

(Continued )
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Table 3. Continued.

Industry/
company

What type of data is listed as being
collected?

Does the policy
address if raw or

aggregated
information is

shared?
Who is information shared with? How is

the data used collected?

Are cookies used? Are
‘Do Not Track’

requests
acknowledged? Data collected from children?

the relevant minimum age without
parental consent, the company will
take steps to delete the information
as soon as possible

Wahoo Fitness/
Wearable

Identity data; contact data; biometric data;
financial data; technical data; profile
data; usage data; marketing and
communications data

Collect, use and share
aggregated data
for any purpose

Raw data is shared with third-party service
providers to help company better
understand usage of their products and
mobile apps, and for related purposes

Yes/ Unknown Not intended for children and does not
knowingly collect data relating to
children

Sierra Wireless/
Fleet
management

First and last name; email address; a
home, postal or other physical address;
credit card information; other contact
information; title; occupation; industry;
demographic and lifestyle information
such as age, personal interests and
product preferences or any other
information about users collected to
provide them with a service. Certain
non-personal information regarding
users of the website, such as IP address,
operating system, region and language
as well as the date and time the website
was accessed, what features or pages of
the website are accessed or visited and
the websites visited immediately before
company’s website are automatically
collected. Unless users request deletion
of personal information as specified
below, personal information may be
retained by Sierra Wireless to verify
compliance with the agreement, log
software licenses granted, track software
downloaded from those pages, or track
usage of other applications available on
those pages

Policy does not
specify

To maintain account(s), and provide
customer service; to manage,
administer, collect or otherwise enforce
accounts; to keep users up to date on
the latest product announcements,
software updates, special offers or other
information company thinks users
would like to hear about, either from the
company or from their business
partners, including sending direct
marketing information or contacting
users for market research; to maintain
business records for reasonable periods
as required by applicable tax and other
laws; to share information with users’
preferred distributor to ensure customer
satisfaction; to manage and administer
business, including defending and
bringing legal actions; to conduct
market research in order to develop
marketing strategies for Sierra Wireless;
to meet legal, regulatory, insurance,
security and processing requirements;
and to identify user and protect user and
company against fraud

Yes/Unknown Sierra Wireless does not knowingly
solicit personal information from
children under the age of 13 or send
them requests for personal
information
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protection afforded to users’ data, therefore, depends on the privacy policies and practices
of those in the IoT supply chain.

The future holds more and not less surveillance of the population: why this
matters and what can be done

The data collected from the Internet of Things enables perpetual surveillance. According
to research conducted by Gartner, IoT is growing at an incredibly fast rate (Hung 2017).
Today’s IoT market is a $1.7 trillion industry that is growing, on average, 30% year to
year (Hung 2017). Gartner predicts that in just two years (by 2020) IoT hardware spending
will increase to $3 trillion with over 20 billion IoT units installed worldwide (van der Meulen
2017). The number of IoT and internet-connected devices has increased exponentially
over the past several decades and will continue to grow sharply over the next several
decades. The number of devices per person has skyrocketed over the last 30 years, as out-
lined in the table below (Table 4).

Research conducted by the Berkman Centre for Internet and Society at Harvard Univer-
sity found that the substantially increased number of IoT-related sensors has the potential
to drastically change the nature of government surveillance (Zittrain et al. 2016) providing
the government with ‘more access [to personal information] than ever in history’ (McArdle
2016). In February 2016, James Clapper, the US Director of National Intelligence testified
before Congress that intelligence services could utilise IoT devices for ‘identification, sur-
veillance, monitoring, location tracking, and targeting for recruitment, or to gain access to
networks or user credentials’. With the intelligence community investing significant
resources in obtaining active intelligence from IoT devices, it was only a matter of time
before those techniques were used by law enforcement agencies in criminal investi-
gations. In fact, IoT data has already been introduced in criminal cases in the United
States, Germany, and Australia, among other countries (Maras and Wandt 2018).

Data aggregation and analysis can assist public agencies in investigations of perpetra-
tors by utilising data obtained from IoT devices as evidence of a crime, to prove or refute a
fact, to serve as an alibi, and/or to confirm and/or contradict a victim’s, witness’ or sus-
pect’s testimony. This data can also be used by both the public and private sectors to
reveal human motivations, behaviours (both routine and aberrant) and methods of oper-
ation. Understanding individuals’motivations, behaviours (both routine and aberrant), and
methods of operation by examining their routines and habits is not a new concept. As
early as 1942, the Model Code of Evidence published by the American Law Institute recog-
nised that showing an actor’s repetition of a specific behaviour may be enough to show a
specific habit ‘if the number offered is sufficient to justify an inference of habit’. The Model

Table 4. (Kahn et al. 1997; Evans 2011).
Year Number of internet-connected devices worldwide World population Number of connected devices per person

2020 50,000,000,000 7,600,000,000 6.58
2015 25,000,000,000 7,200,000,000 3.47
2010 12,500,000,000 6,800,000,000 1.84
2003 500,000,000 6,300,000,000 0.08
1990 300,000 5,300,000,000 0.00006
1969 5 3,610,000,000 0.0000000001
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Code of Evidence made clear that it is important to observe multiple incidences and not
just singular incidences. Evidence of a person’s habits is currently recognised as admissible
evidence under Rule 406 of the US Federal Rules of Evidence.5 (‘Evidence of a person’s
habit or an organisation’s routine practice may be admitted to prove that on a particular
occasion the person or organisation acted in accordance with the habit or routine
practice’).

IoT technology facilitates the recording and aggregating of massive amounts of data,
enabling the identification of people’s habits and routines like never before. While data
aggregation and analysis can provide many benefits, it can also cause significant harm
to individuals, organisations, governments and society. First, it makes those whose data
is collected vulnerable to manipulation by criminals, as well as legitimate public and
private actors. Second, it facilitates the mass registration and surveillance of individuals,
which adversely impacts privacy and free speech.

To minimise the adverse impacts of present and future IoT data aggregation efforts, the
following recommendations are made:

(1) Implement laws specifically designed to deal with the IoT. In addition to creating a US
federal data protection law similar to the GDPR in order to ensure uniform data pro-
tection practices in the US, a federal law is needed that is specifically designed to deal
with security and privacy protections of IoT devices and the data aggregated and ana-
lysed by them. There is currently no US federal law that particularly covers the privacy
and security issues associated with the IoT. In 2017, a federal law was proposed (but
not passed), which covered only the security of IoT devices purchased by the US gov-
ernment (i.e. the Internet of Things Cybersecurity Improvement Act of 2017). In 2018,
California became the first state in the US to pass a law that mandates certain security
requirements for IoT devices (Bradbury 2018).

(2) Mandate the conducting and publishing of impact assessments of IoT technology prior to
their deployment. Standardised technology impact assessments should be conducted
on IoT technology to determine its security and privacy implications. These impact
assessments should be conducted by a US regulatory agency and the results of the
assessments of IoT products should be posted on companies’ websites. Historically,
the US Office of Technology Assessment (OTA), which operated between 1972 and
1995, was responsible for conducting assessments on the impact of technology, iden-
tifying policy options relating to this technology, and identifying the pros and cons of
each option (Sadowski 2015). These assessments were designed to enable policy-
makers to make informed decisions on policies that related to the technology in ques-
tion. The US Government Accountability Office (GAO) is now responsible for
conducting technology assessments, however it does not conduct these assessments
on the same scale as the OTA. The GAO has too many other functions to be able to
focus exclusively on technology assessments. For this reason, a similar agency to
that of the OTA should be created to regulate this area and oversee that impact assess-
ments are conducted by companies on IoT technology before it is introduced into the
market for sale to consumers, businesses and government agencies.

(3) Develop uniform privacy policies that convey complex legal and privacy information in a
user-friendly manner. IoT privacy policies should clearly delineate the nature and extent
of data collection and sharing by explicitly describing the specific type of information
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collected; why this information is collected; when this information will be shared; how
long the data will be stored; and to which specific people or agencies each type of data
is being shared. IoT privacy policies would also benefit from the standardisation of (1)
the location of published policies; (2) the layout of the privacy policies (i.e. the manner
in which information is presented to the user); and (3) the categorisation and subca-
tegorization of different types of information and how that information is shared.
These standards could be promulgated in the form of legislation from congress, regu-
lations from appropriate executive branch agencies, or from IoT interest groups.
Privacy policies can be harmonised in a manner similar to that of published standards
of the Creative Commons, a non-profit organisation that publishes standards for easy-
to-understand, modular, intellectual property licences. These licences make it very
easy for authors without legal backgrounds to convey complex legal constructs gov-
erning their work by assigning a simple standard set of codes in easy to read customi-
sable graphics (Creative Commons n.d.).

Ultimately, these recommendations, if implemented, can (at the very least) create more
informed users of IoT devices and attempt to mitigate the adverse impact of these devices
and the vast amount of data being collected, stored, analysed and shared by them.

Notes

1. https://www.apple.com/ca/legal/internet-services/itunes/ca/terms.html.
2. https://www.facebook.com/terms.php.
3. https://www.facebook.com/about/privacy/.
4. https://www.facebook.com/full_data_use_policy.
5. Rule 406 of the US Federal Rules of Evidence holds that ‘[e]vidence of a person’s habit or an

organisation’s routine practice may be admitted to prove that on a particular occasion the
person or organisation acted in accordance with the habit or routine practice.’
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